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IMPORTANT NOTICE

Texas Instruments Incorporated and its subsidiaries (TI) reserve the right to make corrections, modifications, enhancements,
improvements, and other changes to its products and services at any time and to discontinue any product or service without notice.
Customers should obtain the latest relevant information before placing orders and should verify that such information is current and
complete. All products are sold subject to TI’s terms and conditions of sale supplied at the time of order acknowledgment.

TI warrants performance of its hardware products to the specifications applicable at the time of sale in accordance with TI’s standard
warranty. Testing and other quality control techniques are used to the extent TI deems necessary to support this warranty. Except
where mandated by government requirements, testing of all parameters of each product is not necessarily performed.

Tl assumes no liability for applications assistance or customer product design. Customers are responsible for their products and
applications using Tl components. To minimize the risks associated with customer products and applications, customers should
provide adequate design and operating safeguards.

Tl does not warrant or represent that any license, either express or implied, is granted under any Tl patent right, copyright, mask
work right, or other Tl intellectual property right relating to any combination, machine, or process in which TI products or services are
used. Information published by TI regarding third-party products or services does not constitute a license from Tl to use such
products or services or a warranty or endorsement thereof. Use of such information may require a license from a third party under
the patents or other intellectual property of the third party, or a license from Tl under the patents or other intellectual property of TI.

Reproduction of TI information in Tl data books or data sheets is permissible only if reproduction is without alteration and is
accompanied by all associated warranties, conditions, limitations, and notices. Reproduction of this information with alteration is an
unfair and deceptive business practice. Tl is not responsible or liable for such altered documentation. Information of third parties
may be subject to additional restrictions.

Resale of Tl products or services with statements different from or beyond the parameters stated by Tl for that product or service
voids all express and any implied warranties for the associated TI product or service and is an unfair and deceptive business
practice. Tl is not responsible or liable for any such statements.

Tl products are not authorized for use in safety-critical applications (such as life support) where a failure of the Tl product would
reasonably be expected to cause severe personal injury or death, unless officers of the parties have executed an agreement
specifically governing such use. Buyers represent that they have all necessary expertise in the safety and regulatory ramifications of
their applications, and acknowledge and agree that they are solely responsible for all legal, regulatory and safety-related
requirements concerning their products and any use of Tl products in such safety-critical applications, notwithstanding any
applications-related information or support that may be provided by TI. Further, Buyers must fully indemnify Tl and its
representatives against any damages arising out of the use of TI products in such safety-critical applications.

TI products are neither designed nor intended for use in military/aerospace applications or environments unless the Tl products are
specifically designated by Tl as military-grade or "enhanced plastic." Only products designated by Tl as military-grade meet military
specifications. Buyers acknowledge and agree that any such use of Tl products which Tl has not designated as military-grade is
solely at the Buyer's risk, and that they are solely responsible for compliance with all legal and regulatory requirements in connection
with such use.

Tl products are neither designed nor intended for use in automotive applications or environments unless the specific Tl
products are designated by Tl as compliant with ISO/TS 16949 requirements. Buyers acknowledge and agree that, if they use
any non-designated products in automotive applications, Tl will not be responsible for any failure to meet such requirements.

Following are URLs where you can obtain information on other Texas Instruments products and application solutions:

Products Applications

Amplifiers amplifier.ti.com Audio www.ti.com/audio

Data Converters dataconverter.ti.com Automotive www.ti.com/automotive
DLP® Products www.dlp.com Broadband www.ti.com/broadband
DSP dsp.ti.com Digital Control www.ti.com/digitalcontrol
Clocks and Timers www.ti.com/clocks Medical www.ti.com/medical
Interface interface.ti.com Military www.ti.com/military
Logic logic.ti.com Optical Networking www.ti.com/opticalnetwork
Power Mgmt power.ti.com Security www.ti.com/security
Microcontrollers microcontroller.ti.com Telephony www.ti.com/telephony
RFID www.ti-rfid.com Video & Imaging www.ti.com/video

RF/IF and ZigBee® Solutions www.ti.com/Iprf Wireless www.ti.com/wireless

Mailing Address: Texas Instruments, Post Office Box 655303, Dallas, Texas 75265
Copyright © 2016-18, Texas Instruments Incorporated
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1 Introduction

IMPORANT NOTE:

e This datasheet has performance and feature information about use-cases
running on TDA3xx with AWR1243 sensor to capture and process Radar data.

1.1 Framework features
e Compile and build for all CPUs
o TDA3xx system (IPU1-0, IPU1-1, DSP1, DSP2, EVE1).
o TDA2xx system (IPU1-0, IPU1-1, DSP1, DSP2, EVE1/2/3/4).
e Debug and release build profiles.
e Single place to setup memory map
o Default 128MB DDR TDA3xx
o Default 512 MB DDR TDA2xx
e Ability to create and control links on any CPU.

e Remote log feature with ability to print logs from all CPUs to UART controlled by
IPU1-0.

e CPU load profiling for all cores.
e Memory usage log for all cores.
e Run time use-cases performance statistics like frame-rate, latency, frame-drop.
e Exception handler log for IPU, EVE and DSP.
e EDMA support on all cores, wherever applicable
o IPU uses system EDMA (via EDMA3LLD library)
o DSP uses system EDMA or local EDMA (via EDMA3LLD library)
o EVE uses local EDMA (via EDMA3LLD library and/or EVE SW library)
e Global timestamp to keep track of common time across all CPUs.
e Buffer allocation APIs for DDR, OCMC memory, L2 memory (DSP/EVE).

e Use-Case Auto Generation tool which generates C code for Processor SDK Radar
use-cases from txt based config file.
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1.2

Supported Links

No. Links TDA3xx
Framework Related Links
1 VIP Capture YES
2 Display YES
3 Display controller YES
4 IPC OUT/IN YES
5 Dup YES
6 Merge YES
7 Sync YES
8 Select YES
9 Network Tx YES
10 | Network Rx Source YES
11 | ISS Capture YES
12 | ISS M2M ISP YES
13 | ISS M2M Simcop YES
14 | Gate YES
Other Sample link’s
1 Graphics Source YES
2 Network Ctrl YES
Algorithm plugin’s
1 Alg plugin for Radar Processing YES
Algorithm Functions
1 Alg Fxn for Radar Frame Copy YES
2 Alg Fxn for Radar Range and Doppler FFT YES
3 Alg Fxn for drawing the Range and Doppler FFT YES
output as a Heat Map
4 Alg Fxn for Radar Peak Detection YES
5 Alg Fxn for Radar Beam Forming YES
6 Alg Fxn for drawing the Object Detection YES
7 Alg Fxn for DSP based Radar Object Detection YES
Work Queue
1 Alg Fxn for FFT implemented with work queue YES
2 Alg Fxn for Peak Detection implemented with YES
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No. Links TDA3xx

work queue

3 Alg Fxn for Beam Forming implemented with YES

work queue
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2
2.1

2.2

TDA3xx + AWR12 Capture, Object Detection, Network Tx

Overview

This use case consists of continuous capture of AWR12xx radar sensor data from CSI
using the IPU as CSI2 host CPU for buffer management. This is followed by the
Range and Doppler FFT computation of the input data corresponding to the N input
antennae on the EVE. This is achieved using work queue infrastructure with the host
thread on the DSP and the work thread on the EVE. The output of the 2D-FFT is
passed through the peak detection and the beam forming stages in the EVE (again
implemented via workQ). The detected objects are then plotted in a graph which
indicates the range and the angle of the object. The color of the object indicates the
relative velocity of the objects.

Capture is done for 128 samples per chirp and 128 chirps per frame @ 15 FPS 8
Antennae using the CSI2.

Data Flow

This usecase demonstrates the EVE object detection computation. The data flow
below shows a radar data capture for a configuration of 128 samples per chirp and
128 chirps per frame @ 15 FPS for 4 Rx Antenna and 2 Tx Antenna.

TDA3xx SoC
CSI2
AR1243 | -DPHY AL ISS Capture (—»| IPCOUT »| IPCIN
AR1243 128x128@15 v '
128x128@15FP FPS
16-%)& ASD% dita > 2xRAWS data ALG Radar Process ALG Radar
In phase and quadrature packed in 16 (ALG_FXN = Radar |[«—» Process
Components bits FFT) Host Thread Work Thread
2 Tx and 4 Rx antennas Sign
Extension not ¢
required
In phase and ALG Radar Process ALG Radar
quadrature (ALG_FXN_ = Peak <+—> Process
Components Detection) Work Thread
8 Antenna
data ¢
ALG Radar Process ALG Radar
(ALG_FXN = Beam <> Process
Forming) Work Thread
ALG Radar Process
16-bit RGB565 > (ALG_F}(N = Draw
Heat Map Draw Output Objects)
PC Tool < Network IPCIN |e IPC OUT 4_—|
(network rx) Tx
1920x1080 RGB565 plane
with Object Detect Output
IPU1-0 DSP1 EVE1l IPU1-1
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2.3 System Parameters
Refer to section 5.1 for common system parameters.
The benchmarks in this section are computed for 128x128@15 FPS 8 Antenna radar
data capture.
2.4 CPU Loading and Task Info
241 Total CPU Load
Note: The DSP Heat map visualization is a visual aid to interpret the FFT computation
output drawn at a 3x3 pixel for each data sample magnitude. No DSP optimizations
have been applied to the draw logic. Hence the CPU load for DSP can seem higher.
CPU LOAD TYPE CPU LOAD
HWI 0.6%
IPU1-0 SWI 0.3%
Total 3.6%
HWI 0.4%
EVE1 SWI 0.1%
Total 6.5%
HWI 0.3%
DSP1 SWI 0.1%
Total 6.1%
HWI 3.2%
IPU1-1 SWI 0.6%
Total 30.7%
2.4.2 Task Level Information and Task Level CPU Load
CPU TASK NAME TASK DESCRIPTION Py
LOAD
Stat Collector Statistics collector 1.70%
ISS Capture Capture frames via CSI2 0.10%
IPU1-0 This is unaccounted CPU load after
UNKNOWN subtracting the individual task load from 0.90%
total CPU Load
IPC OUT To send frame to another processor 0.20%
ALG Range and Doppler FFT + Range and Doppler FFT + Peak 6.0%
Peak Detection + Beam Forming Detection + Beam Forming 7
EVE1 This is unaccounted CPU load after
UNKNOWN subtracting the individual task load from 0.10%
total CPU Load
*IPC + ALG Draw Objects + Draw Objects + IPC + Forward 5.70%
WorkQ Host Thread processing request to EVE PR
DSP1 This is unaccounted CPU load after
UNKNOWN subtracting the individual task load from 0.40%
total CPU Load
Network Tx Link reception of draw
0.40%
IPU1-1 NETWORK TX output and forward to network
To receive frame from DSP1 0.20%
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This takes into account the networking
task and stack operation. This is with
the network PC tool running. This
includes unaccounted CPU load after
subtracting the individual task load from
total CPU Load.

Networking and Miscellaneous 26.30%

*NOTE: On DSP all links run in a single thread.

NOTE: CPU load of 0.0% means the CPU load was so low it could not be measured
with sufficient granularity.

NOTE: There could be minor variations of +/-0.1% CPU load in different runs of the
same use-case

NOTE: Other than above tasks few additional tasks as listed below are active in each
processor

¢ Message Q task: This task is used to listen to control messages sent by any other
core. Normally at run-time very few control messages are sent hence this task
does not appear in the task load print log

e Processor link task: This task is used to send generic non-link specific messages
to another CPU. Normally at run-time very few messages are sent to this task
hence this task does not appear in the task load print log

¢ Remote log client task (on IPU1-1 and IPU1-0 only): This task looks at the shared
remote log buffer and outputs any strings to Network console terminal. Normally
during run-time prints are not done hence this task does not appear in the task
load log

2.5 System Performance

COMPONENT PARAMETER CONFIG
ISS Capture Output FPS 15
ALG Radar Process (ALG_FXN Output FPS 15
= Range and Doppler FFT) Avg process time per 1.541 ms
(EVE) frame
ALG Radar Process (ALG_FXN [— Qutput Ft.PS 15
= Peak Detection) (EVE) Vg Process ime per 1.181ms
frame
ALG Radar Process (ALG_FXN [— Qutput Ft.PS 1
= Beam Forming) (EVE) Vg process ime per 0.268 ms
frame
ALG Radar Process (ALG_FXN Output FPS 15
= Draw Objects) Avg process time per 7.998 ms
(DSP) frame
Input FPS 15
Network Tx (Network) Output Transmit FPS* 15

NOTE: FPS numbers are rounded off to nearest integer

NOTE: The above benchmarks are computed for 128x128 @ 15 fps 8 Antenna capture and network
transmit of 2D-FFT Object position (1080p60)

* NOTE: The output FPS from the NETWORK TX link is determined by the network throughput. With a
Windows PC connected to a 1Gbps Ethernet switch we see the network bandwidth of ~550 Mbps to
transmit RGB565 raw 1080p buffer output by the DSP at 15 FPS using TFDTP. When using TCP/IP the
FPS of transmit of the raw frame is ~1.5 FPS.
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2.6 System Memory Usage

2.6.1 Code/Data Memory Usage

Refer section 5.2 for common Code/Data Memory usage.

2.6.2 Heap Memory Usage

2.7 Other Benchmarks

2.7.1 Processing Latency

Latency

Average

CPU MEMORY SECTION MEMORY MEMORY SIZE
SIZE USED
RESERVED

IPU1-0 Local Heap 256 KB 5 KB
L2 22 KB 12 KB
EVEL Local Heap 256KB 2 KB
L2 221KB 0 KB
DSP1 Local Heap 512 KB 87 KB
Shared SR1 Frame Buffer 74MB 49 MB
Memory SR Non-Cached 100KB 4.5 KB

LATENCY

Capture to Network Tx 13.233 ms

NOTE:

This latency is as measured inside the system by software.

There will an additional 1/(capture rate) added on top
sensor/receiver itself.

2.7.2 BootTime

of this from

SL PARAMETER VALUE
NO.
1 SBL to App main() (QSPI Boot)
The boot time will change based on the mode of boot — SD, 0.37s
NOR flash or QSPI.
2 main() to Use-case menu 1.15s
3 Network Initialization 4.94 s
4 Use-case create start to output 0.35s
4 a AWR1243 Reset and Boot time 0.22s
4 b AWR1243 Firmware Load Time (Pre-flashed) 0s
4 [ AWR1243 Configuration Time 0.015s
4 d Other Links Start and Create 0.115s
5| Total Boot time 6.81s

2.7.3 AWRI12 Firmware Flash Time

The time taken to erase the AWR12 flash and program the MSS and BSS firmware is
as below:
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Sl. No. Action Size Time
1. Erase Flash 4MB 11.82s
2. Flash the BSS Firmware 193 KB 41.32 s
3. Flash the MSS Firmware 97 KB 21.03s
4. Flash the Configuration Structure 164 B 0.41s
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3
3.1

3.2

TDA3x EVM + AWR12 Capture, Object Detect, display

Overview

This use case consists of continuous capture of AWR12xx radar sensor data from CSI
using the IPU as CSI2 host CPU for buffer management. This is followed by the
Range and Doppler FFT computation of the input data corresponding to the N input
antennae on the EVE. This is achieved using work queue infrastructure with the host
thread on the DSP and the work thread on the EVE. The output of the 2D-FFT is
passed through the peak detection and the beam forming stages in the EVE (again
implemented via workQ). The detected objects are then plotted in a graph which
indicates the range and the angle of the object. The color of the object indicates the
relative velocity of the objects.

Capture is done for 128 samples per chirp and 128 chirps per frame @ 15 FPS 8
Antennae using the CSI2. Display is used to show the percentage loading of all the
CPUs in the TDA device and the 2D-FFT heat map to show detected objects.

Data Flow

This usecase demonstrates the EVE FFT computation in the range and Doppler
dimensions. The data flow below shows a radar data capture for a configuration of
128 samples per chirp and 128 chirps per frame @ 15 FPS for 4 Rx Antenna and 2 Tx
Antenna.

TDA3xx SoC
CSI2
AR1243 | -DPHY AL ISS Capture (—»| IPCOUT »| IPCIN
AR1243 128x128@15 v !
128x128@15FP FPS
16—%)& ASD% dita ° 2xRAWS data ALG Radar Process ALG Radar
In phase and quadrature packed in 16 (ALG_FXN = Radar |« Process
Components bits FFT) Host Thread Work Thread
2 Tx and 4 Rx antennas Sign
Extension not ¢
required
mq phase and ALG Radar Process ALG Radar
quadrature (ALG_FXN =Peak |« Process
Components Detection) Work Thread
8 Antenna
data ¢
ALG Radar Process ALG Radar
(ALG_FXN = Beam <> Process
Forming) Work Thread
DPI1
HDMI TX 1 ALG Radar Process
24-bit RGB888 > (ALG_FXN = Draw
HS/VS Discrete Sync Objects)
HDMI Tx < Display IPCIN |« IPC OUT :l
1920x1080 RGB565 plane
with Object Detect Output
IPU1-0 DSP1 EVE1 IPU1-1
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3.3 System Parameters
Refer to section 5.1 for common system parameters.
The benchmarks in this section are computed for 128x128@15 FPS 8 Antenna radar
data capture.
3.4 CPU Loading and Task Info
3.4.1 Total CPU Load
Note: The DSP Heat map visualization is a visual aid to interpret the FFT computation
output drawn at a 3x3 pixel for each data sample magnitude. No DSP optimizations
have been applied to the draw logic. Hence the CPU load for DSP can seem higher.
CPU LOAD TYPE CPU LOAD
HWI 1.2%
IPU1-0 SWI 0.4%
Total 7.4%
HWI 0.5%
EVE1 SWI 0.2%
Total 5.1%
HWI 0.3%
DSP1 SWI 0.1%
Total 5.2%
3.4.2 Task Level Information and Task Level CPU Load
CPU TASK NAME TASK DESCRIPTION CPU LOAD
Stat Statistics collector 1.6%
Collector
0,
ISS Capture frames via CSI2 0.1%
Capture
. Graphics update for the 2.7%
Graphics CPU load
Display Display Objects 0.2%
IPU1-0 This is unaccounted CPU 2.5%
load after subtracting the
UNKNOWN individual task load from
total CPU Load
IPC OUT To send frame to another 0.2%
processor
IPC IN To receive frames from 0.1%
another processor
ALG 2D 4.4%
FFT + Peak | 2D FFT + Peak detection
detection + + beam forming Work
beam Thread
EVE1l forming
This is unaccounted CPU 0.7%
load after subtracting the
L0 individual task load from
total CPU Load
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CPU TASK NAME TASK DESCRIPTION CPU LOAD
*IPC + ALG 4.8%
Draw + Draw Object + IPC +
FFT WorkQ Forward processing
Host request to EVE
DSP1 Thread
This is unaccounted CPU 0.4%
load after subtracting the
UNKNOWN |1 dividual task load from
total CPU Load

*NOTE: On DSP all links run in a single thread.
NOTE: CPU load of 0.0% means the CPU load was so low it could not be measured

with sufficient granularity.

NOTE: There could be minor variations of +/-0.1% CPU load in different runs of the
same use-case

NOTE: Other than above tasks few additional tasks as listed below are active in each
processor

e Message Q task: This task is used to listen to control messages sent by any other
core. Normally at run-time very few control messages are sent hence this task
does not appear in the task load print log

e Processor link task: This task is used to send generic non-link specific messages
to another CPU. Normally at run-time very few messages are sent to this task
hence this task does not appear in the task load print log

e Remote log client task (on IPU1-0 only): This task looks at the shared remote log
buffer and outputs any strings to UART terminal. Normally during run-time prints

are not done hence this task does not appear in the task load log

3.5 System Performance

COMPONENT PARAMETER CONFIG
ISS Capture Output FPS 15
ALG Radar Process (ALG_FXN Output FPS 15
= Range and Doppler FFT) Avg process time per 1572 ms
(EVE) frame
ALG Radar Process (ALG_FXN [— Quitput Ft.PS 15
= Peak Detection) (EVE) Vg Process ime per 1.257 ms
frame
ALG Radar Process (ALG_FXN [— Qutput Ft.PS 15
= Beam Forming) (EVE) Vg Process ime per 0.28 ms
frame
ALG Radar Process (ALG_FXN Output FPS 15
= Draw Objects) Avg process time per 9.34 ms
(DSP) frame
. Input FPS 15
Display VENC FPS 60

NOTE: FPS numbers are rounded off to nearest integer
NOTE: The above benchmarks are computed for 128x128 @ 15 fps 8 Antenna capture and HDMI display
of graph with detected objects (1080p60)
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3.6 System Memory Usage

3.6.1 Code/Data Memory Usage
Refer section 5.2 for common Code/Data Memory usage.

3.6.2 Heap Memory Usage

CPU MEMORY SECTION MEMORY MEMORY SIZE
SIZE USED
RESERVED

IPU1-0 Local Heap 256 KB 5 KB
L2 22 KB 12 KB

EVEL Local Heap 256KB 2 KB
L2 221KB 0 KB

DSP1 Local Heap 512 KB 87 KB
Shared SR1 Frame Buffer 74MB 51 MB
Memory SR Non-Cached 94KB 4.5 KB

3.7 Other Benchmarks

3.7.1 Processing Latency

LATENCY
Capture to Display Latency Avg 13.088 ms

NOTE:
e This latency is as measured inside the system by software.
e There will an additional 1/(capture rate) added on top of this from
sensor/receiver itself.

3.7.2 BootTime

SL PARAMETER VALUE
NO.
1 SBL to App main() (QSPI Boot)
The boot time will change based on the mode of boot — SD, 0.36s
NOR flash or QSPI.
2 main() to Use-case create 1.14s
3 Use-case create start to display 4.16 s
3 a AWR1243 Reset and Boot time 0.35s
3 b AWR1243 Firmware Load Time 0.22s
3 C AWR1243 Configuration Time 1.84s
3 d GRPX Link Create Time 1.55s
3 e Other Links Start and Create 0.2s
4 Total Boot time 5.66 s
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4
4.1

4.2

TDA2x EVM + 4 AWR12 Cascade Capture, Object Detect, display

Overview

This use case consists of continuous capture of 4 chip cascade AWR12xx radar
sensor data from VIP using the IPU for buffer management. This is followed by the
Range FFT computation of the input data corresponding to the N input antennae on
the EVE. This is achieved using work queue infrastructure with the host thread on
the IPU and the work thread on each of the 4 EVEs. The output of the 1D-FFT is
passed through 2D FFT, peak detection and the beam forming stages in the DSP. The
detected objects are then sent out via Ethernet to be displayed using a Matlab script.

Capture is done for 256 samples per chirp and 64 chirps per frame @ 15 FPS 16 Rx
antenna (4 Rx per sensor) and 8 Tx Antennae using the VIP2.

Data Flow
The overall usecase processing is as shown below:

Detected objects
point cloud over
Ethernet

AoA (including
[. 1D FFT || 2D FFT j—] Non Coherent 1 chp L] max velocity

Accumulation extention)

ADC

Data MATLAB GUI
| ——
> TDA2xx SoC
U_L AWR1243 o FPGA (CSI »| VIP Capture [—* Select x>0
B wwvip) |
ALG Radar Process ALG Radar Process ii ALG Radar Process ALG Radar Process
(ALG_FXN = Radar (ALG_FXN = Radar | !i| (ALG_FXN = Radar (ALG_FXN = Radar
FFT) Host Thread | 1| FFT) Host Thread FFT) Host Thread

ALG Radar Process ALG Radar Process

1

1

1

i

1

! | FFT) Host Thread
1

1

1

i ALG Radar Process | !i| ALG Radar Process
1

1

Work Thread Work Thread ''| Work Thread Work Thread
S g I_ ____________________ |_ __________ | Sepmpp———— _I ___________________ | __________
¥
IPC
Sync » Merge " out > IPCIN

ALG Radar Process
Network Tx («— IPCIN [« IPCOUT [« (ALG_FXN = Radar
DSP Process)

PC Tool
(network rx)

pui-o || pui-r || ever [| Eve2 || Eves || Evea || bsp1 |

The data from the AWR1243 sensors is sent out through the CSI interface. An FPGA
(LIFMD-6000) is used to convert the CSI stream to a parallel 16 bit VIP using VSYNC
and ACTVID based capture. The FPGA image is capable of capturing data rates of
600 Mbps 4 Lane and 300 Mbps 4 Lane.

Once the raw ADC data is captured, the data in the DDR is as shown below. Note the

chirps are captured in non-interleaved format. So every row Tx,Rx,, shown below has 16 bit
I and 16 bit Q data for all the ADC samples in a given frame. The width of the frame is
given by the 4 Bytes x Range Dimension x Num Rx Antenna per sensor. The height of the
frame is Num of TDMA Tx antenna x Doppler Dimension.
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@0 Rx0| [Tx3 rRx4| [ 6 RX8 ™@9 RX12
TX1| AWR1243 [RX1| [TXa| AWR1243 [RX5| | TX7| AWR1243 [RX9 TX10|AWR1243 RX13
2| chipo [Rx2| [Tx5| chip1 [Rxe| | Tx8| chip2 |Rx10| [Tx11| chip3 [Rx14
RX3 RX7 RX11 RX15
TX0 RX0 TXO RX4 TX0 RX8 TX0 RX12
TX0 RX1 TXO RX5 TX0 RX9 TX0 RX13
TX0 RX2 TXO RX6 TX0 RX10 TXO RX14
TX0 RX3 TXO RX7 TXO RX11 TX0 RX15
« | T™xX1Rx0 o | TX1Rxa « | T™X1Rx8 « |TX1Rx12
@ | TX1RX1 2| TX1RX5 @ | TX1RX9 @ |TX1RX13
S | ™iRx2 S | ™1Rxe S | ™1Rx10 § |[x1rxia
S | TX1RX3 S | ™xaRrx7 S | Tx1Rx11 S |TX1RX15
TX2 RX0 TX2 RX4 TX2 RX8 TX2 RX12
TX2 RX1 TX2 RX5 TX2 RX9 TX2 RX13
TX2RX2 | = TX2RX6 | = TX2RX10 | = TX2RX14 | =
TX2RX3 | £ TX2RX7 | 2 TX2RX11 | 2 TX2RX15| 2
[ = [ = f = [ =
cene (J] eone (J] cooe (J) eose (]
TX11 RXO § TX11 RX4 § TX11 RX8 g TX11 RX12 -g
TX11RX1 | 5 TX11RXS | 5 TX11RX9 | 3 TX11RX13| 5
TX11RX2 | & TX11RX6 | & TX11RX10| & TX11RX14| &
TX11RX3 | & TX11RX7 | & TX11RX11| & TX11RX15| &
The output of each EVE 1D FFT output in DDR is as shown below:
B Chunk 0 Chunk 1 . Chunk 2
TXO0 RX0 TX0RX0 TX0 RX0 TX0 RX0
TX0 RX1 TXO0RX1 TX0 RX1 TX0 RX1
TX0 RX2 TXO0RX2 TX0 RX2 TX0 RX2
TX0 RX3 TXO0RX3 TX0 RX3 TX0 RX3
TX1 RX0 TX1RX0 TX1 RX0 TX1 RX0
TX1RX1 TX1RX1 TX1RX1 TX1RX1
TX1 RX2 TX1RX2 TX1RX2 TX1RX2
TX1RX3 TX1RX3 TX1RX3 TX1RX3
TX2 RX0 TX2 RX0 TX2 RX0 TX2 RX0
TX2 RX1 TX2RX1 TX2 RX1 TX2 RX1
TX2 RX2 = TX2RX2 = TX2 RX2 TX2 RX2 -
T2 RX3 5 TX2RX3 5 X2 RX3 R | &
TXI;.;RXD g TXI;.I;{XD g TXI;;{XD @ TXI;;{XD g
TX11RX1 5 TX11RX1 5 TX11RX1 TX11RX1 5
TX11RX2 2 TX11RX2 2 TX11 RX2 j TX11RX2 | B
TX11RX3 EIE. TX11RX3 g TX11RX3 / [= TX11RX3 [=]

Range Dimension

Raw ADC Data

Range Dimension

1D FFT output

Each chunk of the EVE FFT output can be visualized as below where each Tx,Rx,, pair
creating a virtual Antenna (Ant).
Chunk 0:
Ant0, CO Antl, CO Ant n-1, CO Ant n, CO
Ant0, C1 Antl, C1 Ant n-1, C1 Ant n, C1 o ,§
Ant0, C2 Antl, C2 Ant n-1, C2 Ant n, C2 = o
8 E
Ant0, C63 Ant1, C63 Ant n-1,C63 Ant n, C63
| numHorzPoints

Once the data output from all 4 EVEs corresponding to each sensor is received the sync link

is used to synchronize and share all the 4 buffers to DSP for the further processing.
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The first stage in the DSP processing is 2D 32 bit FFT. The Orange boxes in the figures
below correspond to buffers in the DSP L2 RAM.

E eomaBurstsize
R —
a
Input gi . DC Doppler Output
DIV Window EDMA
Removal FFT
A >
Doppler Dim
windowedOutputBuf
EDMA BurstSize
Doppler Dim
 EEE—
Doppler Dim
DopplerDim
1 <> h 4
‘ = Ant0|Antl].....|Antn-1|Ant n| Ant0] Ant1|..... | Ant n-1{Ant n|Ant0 | Antl|....| Ant n-1| Ant n| AntO|Antl| .... |Ant n-1]Antn
| g Ant0|Ant1| ... [Antn-1|Ant n|Ant0)Ant1) .. |Antn-1{Ant n|Ant0|Antl| .. |Antn-1| Antn| AntO|Antl| ... |Antn-1|Antn
.% g EOMA Burst Size Sensor 0 é: Ant0|Ant1| ... |Antn-1{Antn| AntO[Antl| .. |Ant n-1{Ant n{AntO|AntL| ... |Antn-1|{Antn| AntO|Antl| ... |Antn-1|Antn
E % = <> ‘Eﬁ
E Antd, €0 Mt | .. Antn-L, €0 atn o | Sl . . - . . . .
E = Antg, €1 At CL Antndd, €1 atnt | | I[Ani0|Ant1| ... |Antn-1|Ant n| AntQ| Antl| ... |Ant n-1|Ant nfAnt0|Antl| ... |Antn-1]Antn| Ant0 |Antl] ... |Antn-1|Antn
gl = Ant0, €2 antt, €2 ﬂ[l[&am o1, €2 Antn, €2 25
: - Ee | — A A Y
N Ant), C83 At 063 0\ Antd, 63 atn e | ] ! !
numHorzPoints b Sensor 0 Sensor 1 Sensor 2 Sensor 3
EDMA Burst Size
Ant0, €0 Antn, €0
E Ant0, €1 antn, €1 5
g Ant0, C2 ant, €2 antn €2 E:
[ 2 Antﬂ;ifﬁ atice3 9] | At C63 At n, C63 7
L numHorzPaints = 990

This is followed by an energy sum calculation which non-coherently adds up the FFT
magnitude. The buffer which is generated out of this non-coherent accumulation is written
out to DDR.

Range Dimension

Doppler Dim DopplerDim

uojsuaw|g J3jddeq

The energy sum output is passed through the peak detection CFAR algorithm which gives
the final detected points.

The next stage of the processing chain is the Angle of arrival estimation. Based on the CFAR
detected objects the antenna data is extracted from DDR and then after Doppler
compensation and gain and phase compensation the azimuth FFT is performed. The top
level simplified flow is as show below:

2D-FFT Virtual Antenna Symbaols at Elevation
Antenna lookup table, . . n n 7 sl
iti - Azimuth Magnitude Multi peak estimation Cloud paint list
detected range/Doppler position Rx Channel compensation, £l p_ P
. FFT Square detection per detected
Doppler compensation .
azimuth peak

Detected Velocity ?

A more detailed flow of data in the angle of arrival (AoA) computation is as show below:
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Number of Virtual Antennas
>

Antenna lookup table, Doppler
compensation, Rx Channel Azimuth FFT
gain/phase compensation

chanCompCoefs

S cw S cw
58 ¢ 522
£33 285§
QL c E 3 €

Z2u< Zu<

For each CFAR detected

object, get the antenna Numberof Azimuth Antennas  Zeros Number of Azimuth FFT Bins

samples

Doppler Dim -— - = =

<>

L A T P e e I e e I e I e e e e e e

A
Am@/ﬂnp’ . Antrfl Antn|Ant0| Antl] .. |Antn-1|Ant n)AntD | Antl| ... |Antn-1| Ant n| Ant0 Antl-?"kﬂt-a;LAntn
An (A1) .. |Anti 1)Anto|Ar OfAr 1) .. (Antr 1|Am n|Ar O|ACtL| .. [Ant-1|Anty|Ar O|Ar 1f .. |Ant -1|Ar:n

Range Bimension

Ant0|Antl| ... |Antn-1|Antn| AntO|Antl| ... [Antn-1|Ant n|AntD|AntL| ... [Antn-1|Ant n|AntO |Antl| .. |Antn-1|Antn

Azimuth FFT . Elevation Elevation
Magnitude Sum I R S Look Up FFT

Peak Search

—
Number of Azimuth FFT Bins Number of Peaks Num Elevation Num Elevation FFT Bins
Antenna

Example:

Number of Elevation
Antennas

A 4

Number of Azimuth FFT Bins

Range |Doppler |Azimuth | Elevation

For corresponding peaks

Point Cloud Output

The AoA processing also includes the calibration of the compensation coefficients. The flow
for the calibration is as show below:
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Number of Virtual Antennas
>

Antenna lookup table, Doppler

compensation, Rx Channel

gain/phase compensation (DSP) SD Card read Save on PC Hard

(IPU) disk, Copy to SD
chanCompCoefs e Card on next boot
. Load at use case Initialization
Run time lib
N calib_c
ca||brat|9n, Output through ol an
Enable using Run time Ethernet G
Use case menu Update A
o Matlab GUI Matlab Script
Calibration (DSP) > CC.mat —> :
(Host PC) (Offline)
Save on PC Hard
disk

In addition to this the algorithm also enables calculation of the extended velocity based on
the overlapped azimuth antennas. The top level flow for the same is as shown below.

2D-FFT Virtual Antenna Symbols at
detected range/Doppler position

Elevation

Antenna lookup table . . . o -
’ Cloud point list
»| Rx Channellcompensatian, Azimuth Magnitude Multi peak .| estimation p

—> y >
. FFT Square detection per detected
Doppler compensation .
azimuth peak

Estimated Velocity

Estimate Extended
Velocity based on
overlapped azimuth
antennas

Detected Velocity

4.3 System Parameters

Refer to section 5.1 for common system parameters.
The benchmarks in this section are computed for 128x128@15 FPS 8 Antenna radar
data capture.

4.4 CPU Loading and Task Info

441 Total CPU Load

Note: The DSP Heat map visualization is a visual aid to interpret the FFT computation
output drawn at a 3x3 pixel for each data sample magnitude. No DSP optimizations
have been applied to the draw logic. Hence the CPU load for DSP can seem higher.

CPU LOAD TYPE CPU LOAD
HWI 1.6%
IPU1-0 SWI 0.6%
Total 10.8%
HWI 0.4%
EVE1l SWI 0.2%
Total 14.5
HWI 0.4%
EVE2 SWI 0.2%
Total 14.6%
HWI 0.4%
EVE3 SWI 0.1%
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4.4.2

Total 14.7%
HWI 0.4%
EVE4 SWI 0.1%
Total 14.0%
HWI 0.3%
DSP1 SWI 0.1%
Total 84.0%
Task Level Information and Task Level CPU Load
CPU TASK NAME TASK DESCRIPTION CPU LOAD
Stat Statistics collector 3.2%
Collector
Capture Capture frames via VIP 0.2%
FFT WorkQ | Host for all 4 EVE work Q 2.2%
Host host
Merge Merge Link for all sensors 0.2%
Sync Sync Link for all sensors 0.6%
Select Select IinK to .d!rect sensor 0.1%
IPUL-0 output to individual EVEs
This is unaccounted CPU 3.8%
load after subtracting the
UNKNOWN individual task load ?rom
total CPU Load
IPC OUT To send frame to another 0.4%
processor
IPC IN To receive frames from 0.1%
another processor
AHE 1) 1D FFT Work Thread L
FFT
EVEL This is unaccounte_d CPU 0.5%
UNKNOWN I_oac_i after subtracting the
individual task load from
total CPU Load
ALG 1D 1D FFT Work Thread 14%
FFT
EVE2 This is unaccounted CPU 0.6%
UNKNOWN I_oa(_j gfter subtracting the
individual task load from
total CPU Load
AES 2D 1D FFT Work Thread A2
FFT
EVE3 This is unaccounte_d CPU 0.5%
UNKNOWN I_oa(_j gfter subtracting the
individual task load from
total CPU Load
ALG 1D 1D FFT Work Thread 13.5%
FFT
e ted o
UNKNOWN individual task load Sf:]rom
total CPU Load
ALG_RAD Doppler FFT + Peak 83.4%
DSP1 AR DSP Detection + Angle of
Process Arrival
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4.5

CPU TASK NAME TASK DESCRIPTION CPU LOAD

This is unaccounted CPU 0.2%

load after subtracting the

individual task load from
total CPU Load

*NOTE: On DSP all links run in a single thread.

NOTE: CPU load of 0.0% means the CPU load was so low it could not be measured
with sufficient granularity.

NOTE: There could be minor variations of +/-0.1% CPU load in different runs of the
same use-case

UNKNOWN

NOTE: Other than above tasks few additional tasks as listed below are active in each
processor

e Message Q task: This task is used to listen to control messages sent by any other
core. Normally at run-time very few control messages are sent hence this task
does not appear in the task load print log

e Processor link task: This task is used to send generic non-link specific messages
to another CPU. Normally at run-time very few messages are sent to this task
hence this task does not appear in the task load print log

¢ Remote log client task (on IPU1-0 only): This task looks at the shared remote log
buffer and outputs any strings to UART terminal. Normally during run-time prints
are not done hence this task does not appear in the task load log

System Performance

COMPONENT PARAMETER CONFIG
Capture (4 Channel) Output FPS 15
ALG Radar Process (ALG_FXN Output FPS 15
= Range and Doppler FFT) Avg process time per 9.44 ms
(EVE) frame per sensor
Output FPS 15
Sync Link (IPU) Avg process time per 0.5ms
frame per sensor
Output FPS 15
ALG Radar DSP Process Avg process time per 56.481 ms
frame
Input FPS 15
Network Tx (Network) Output Transmit FPS* 15

NOTE: FPS numbers are rounded off to nearest integer
* NOTE: The output FPS from the NETWORK TX link is determined by the network throughput. With a
Windows PC connected to a 1Gbps Ethernet switch we see the network bandwidth of ~550 Mbps.

4.6

46.1

4.6.2

System Memory Usage

Code/Data Memory Usage
Refer section 5.2 for common Code/Data Memory usage.

Heap Memory Usage

CPU MEMORY SECTION MEMORY MEMORY SIZE
SIZE USED
RESERVED
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IPU1-0 Local Heap 256 KB 96 KB
IPU1-1 Local Heap 640 KB 26 KB
L2 22 KB 5 KB
EVEL Local Heap 256KB 1 KB
L2 22 KB 5 KB
EVEL Local Heap 256KB 1 KB
L2 22 KB 5 KB
EVEL Local Heap 256KB 1 KB
L2 22 KB 5 KB
EVEL Local Heap 256KB 1 KB
L2 221KB 76 KB
DSP1 Local Heap 512 KB 25 KB
Shared SR1 Frame Buffer 350MB 98 MB
Memory SR Non-Cached 94KB 4.5 KB
4.7 Other Benchmarks
4.7.1 Processing Latency
LATENCY
Capture to Network Tx Latency Avg 68.208 ms
NOTE:
e This latency is as measured inside the system by software.
e There will an additional 1/(capture rate) added on top of this from
sensor/receiver itself.
4.7.2 Boot Time
SL PARAMETER VALUE
NO.
1 Use-case create start 4.16s
2 a AWR1243* and FPGA Reset and Boot time 1.22s
2 b AWR1243 Firmware Load Time 8.14 s
2 c AWR1243 Configuration Time 0.06 s
2 e Other Links Start and Create 4,44 s
3 Total Boot time 18.02 s

* Assume AWR1243 ES2.0

System Parameters

TDA3xx Common System Parameters

The system parameters mentioned below are common across all configurations
unless specified otherwise.

COMPONENT PROPERTY VALUE
SOC Name TDA3xX
SOC SOC revision 1.0
EVM EVM Name Tl TDA3Xxx EVM
IPU Clock 212.8Mhz
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5.2

COMPONENT PROPERTY VALUE
L1-P cache ENABLED
L1-D cache ENABLED
Code/Data Placement DDR
Clock 500Mhz
32KB
L1-P cache ENABLED
32KB
DSP L1 D cache ENABLED
32KB
L2 P/D cache ENABLED
Code/Data Placement DDR
Clock ARP32 250MHz
VCOP 500Mhz
EVE L1-P cache ENABLED
DMEM USED FOR IPC and ALG
TASK STACK
Code/Data Placement DDR
Clock 532Mhz
i Bus Width 32-bit
DDR Config Number of EMIFs 1
DDR size 512 MB
Part number AWR1243
Sensor 1 Data Format RAW12 bit/RAW14 bit/2x
RAWS bit
Part number Sl 9022A
DCLK 148.5Mhz
Resolution @ frame-rate 1920x1080 @ 60fps
HDMITX 1 Data format RGB888
Bus width 24-bit
Sync Type HS/VS discrete sync
VID1
VID2
DSS pipe GRPX
Any or all of above used
based on use-case
DSS Display DSS output port DIPAAL e LISBMT?)’\{I; (et
LCD1 for LCD and HDMI (Off-
DSS VENC Chip HDMI TX)
SDDAC for NTSC/PAL Display
. . ENABLED or DISABLED
Inline scaling

based on use-case

Code/Data Memory Usage

NOTE: Code/data memory for data structures is same for all use-cases since a single
binary is used for all use-cases. These configurations are with respect to 128MB

Memory map.

CPU MEMORY SECTION MEMORY SIZE RESERVED MEMORY SIZE USED
IPU1-0 Initialized section (.text, 7.5MB 2.79 MB
.const)
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5.3

Uninitialized section 12MB 8.33 MB
(.bss, .heap, .stack)
Initialized section (.text, 2MB 0.27 MB
.const)
IPUL-1 Uninitialized section 4.5MB 4.18 MB
(.bss, .heap, .stack)
Initialized section (.text, 1.5MB 0.25 MB
.const)
DSP1 Uninitialized section 11MB 3.59 MB
(.bss, .heap, .stack)
Initialized section (.text, 2.5MB 0.26 MB
.const)
EVEL Uninitialized section 6MB 1.63 MB
(.bss, .heap, .stack)

App Image Size

PARAMETER

VALUE

App Image size (4 CPU images)

5.52 MB

This App Image contains images for all the 4 processors.

TDA2xx Common System Parameters

System Parameters

The system parameters mentioned below are common across all configurations

unless specified otherwise.

COMPONENT PROPERTY VALUE
SOC Name TDA2xX
SOC SOC revision 2.0
EVM EVM Name TI TDA2xx Cascade EVM
Clock 212.8Mhz
IPU L1-P cache ENABLED
L1-D cache ENABLED
Code/Data Placement DDR
Clock 600Mhz
32KB
L1-P cache ENABLED
32KB
DSP L1 D cache ENABLED
32KB
L2 P/D cache ENABLED
Code/Data Placement DDR

ARP32 267MHz

Clock VCOP 535Mhz
EVE L1-P cache ENABLED
DMEM USED FOR IPC and ALG
TASK STACK
Code/Data Placement DDR
Clock 532Mhz
. Bus Width 32-bit
DDR Config Number of EMIFs 2
DDR size 1024 MB
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6.2

6.3

COMPONENT PROPERTY VALUE
Part number AWR1243
Sensor 1 RAW12 bit/RAW14 bit/2x
Data Format RAWS bit

Code/Data Memory Usage

NOTE: Code/data memory for data structures is same for all use-cases since a single
binary is used for all use-cases.

CPU MEMORY SECTION MEMORY SIZE RESERVED MEMORY SIZE USED
Initialized section (.text, 10MB 2 MB
.const)
IPUL-0 Uninitialized section 11MB 8 MB
(.bss, .heap, .stack)
Initialized section (.text, 2MB 0.293 MB
.const)
IPUL-1 Uninitialized section SV 3.7 MB
(.bss, .heap, .stack)
Initialized section (.text, 4MB 0.27 MB
.const)
DSP1 Uninitialized section 12MB 1.98 MB
(.bss, .heap, .stack)
Initialized section (.text, 2MB 0.289 MB
.const)
EVEL Uninitialized section 13MB 1.69 MB
(.bss, .heap, .stack)
Initialized section (.text, 2MB 0.289 MB
.const)
EVE2 Uninitialized section 13MB 1.69 MB
(.bss, .heap, .stack)
Initialized section (.text, 2MB 0.289 MB
.const)
EVES Uninitialized section 13MB 1.69 MB
(.bss, .heap, .stack)
Initialized section (.text, 2MB 0.289 MB
.const)
EVE4 Uninitialized section 13MB 1.69 MB
(.bss, .heap, .stack)

App Image Size

PARAMETER

VALUE

App Image size (7 CPU images)

6.06 MB

This App Image contains images for the 7 (IPU1_0, IPU1_1, DSP1, EVE1/2/3/4)

processors.
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7 Revision History
Version Date Revision History
1.00 23" Oct 2016 Document First Version for (Processor SDK Radar
Release v2.11)

1.01 25" Oct 2016 Review Feedback updates

2.00 5™ Feb 2017 Changes for Processor SDK Radar Release v2.12
3.00 30" June 2017 Changes for Processor SDK Radar Release v3.0
3.01 14" Oct 2017 Changes for Processor SDK Radar Release v3.01
3.02 20" Dec 2017 Changes for Processor SDK Radar Release v3.02
3.03 4™ April 2018 Changes for Processor SDK Radar Release v3.03
3.04 24" June 2018 Changes for Processor SDK Radar Release v3.04
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